Remark. 10. The quantities $\delta \mathbf{u}=\partial \mathbf{u}(\mathbf{x}, 0) / \partial \eta$ and $\delta^{2} \mathbf{u}=\partial^{2} \mathbf{u}(\mathbf{x}, 0) / \partial \eta^{2}$ are, respectively, called the first and second variations of the displacement $u$. It follows from Theorems 1 and 2 that $\delta \mathbf{u}, \delta^{2} \mathbf{u} \in V\left(\Omega^{*}\right)$.

Remark $2^{\circ}$. If $r\left(\mathbf{y}^{*}, \eta\right)<0$ the proof of theorem 1 will differ somewhat from that presented. In particular, the differentiability of $u$ and $w$ should be taken into account in $\Omega \backslash \bar{\Omega}^{*}$ and $\Omega$ should be replaced by $\Omega^{+}$in the integral identities (3.2), (3.5), (3.10), the estimates (3.6), (3.11). (3.12), and in the limit (3.8).
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## ON CORRECT FORMULATIONS OF LEKHNITSKII PROBLEMS*

N. KH. ARUTYUUNYAN, A.B. MOVCHAN, and S.A. NAZAROV

The deformation of an elastic half-space with a cylindrical cavity under its own weight is considered. Since the solution of the problem increases at infinity, the question arises of its uniqueness and of the correct formulation of the problem itself. It is shown that two such formulations exist that yield unique solutions (that differ only to the accuracy of rigid displacements). The former corresponds to a decrease in the displacement $u_{j}$ in a layer abutting on the half-space boundary, and the latter to a decrease in the stress tensor components $\sigma_{j k}, j, k=1,2$. The solutions corresponding to these formulations are distinct. They can be obtained by a passage to the limit as $D \rightarrow \infty$ from solutions of problems on the deformation of a semicylinder of diameter $D$ with a coaxial cylindrical cavity; in the first case the side surface of the cylinder is considered rigidly clamped, and in the second stress-free.

The results are generalized to the case of non-symmetric paraboloidal cavities and elastic inclusions. Formulations are discussed of problems in which the force of gravity depends on the distance to the half-space boundary.

1. The boundary value problem and its particular solutions. Let $g$ be a domain

[^0]in a plane $\mathbf{R}^{2}$ bounded by a smooth contour $\partial g$ and containing the origin, while $G$ is a semicylinder $\left\{x \in \mathbf{R}^{3}: y=\left(x_{1}, x_{2}\right) \in g, z=x_{3}>0\right\}$. Let $\Omega$ denote the half-space $\mathbf{R}_{+}{ }^{3}=\left\{x: x_{3}>0\right\}$ with the cut set $G ; \Omega=\mathbf{R}_{+}{ }^{3} \backslash G$. Besides the Cartesian coordinates $x$ the cylindrical coordinates $(r, \theta, z)$ will later be used, where $x_{1}=r \cos \theta, x_{2}=r \sin \theta, x_{3}=z$.

Consider the problem of the deformation of the dumain $\Omega$ due to its own weight. We denote the direction of gravity by the unit vector $e$. The corresponding boundary value problem has the form

$$
\begin{align*}
& \mu \Delta u(x)+(\lambda+\mu) \operatorname{grad} \operatorname{div} u(x)+\gamma e=0, x \in \Omega  \tag{1.1}\\
& \boldsymbol{\sigma}^{(n)}(u ; x)=0, x \in \partial \Omega \tag{1.2}
\end{align*}
$$

where $\lambda$ and $\mu$ are Lame coefficients, $\gamma$ is the specific gravity, $n$ is the external normal, $\sigma(u)$ is the stress tensor, and $u$ is the displacement vector.

When the domain $g$ is a circle $\left\{y \in \mathbf{R}^{2} ;|y|<R\right\}$, and $e=e^{(3)}\left(e^{-j)}\right.$ are directions in $\left.\mathbf{R}^{3}\right)$ the problem (1.1), (1.2) is called the Lekhnitskii problem. An axisymmetric solution of this problem is presented in /1, $2 /$, given by the formulas

$$
\begin{align*}
& u_{\tau}(x)=-v \frac{1+v}{1-v} \frac{R^{2}}{E r} \gamma z, \quad u_{z}(x)=\frac{2 v^{2}+v-1}{2(1-v)} \frac{\gamma}{E} z^{2}+  \tag{1.3}\\
& \quad v \frac{1+v}{1-v} \gamma \frac{R^{2}}{E} \ln \frac{r}{R} \\
& \sigma_{r r}(u ; x)=-\frac{v \gamma z}{1-v}\left(1-\frac{R^{2}}{r^{2}}\right), \quad \sigma_{\theta \theta}(u ; x)=-\frac{v \gamma z}{1-v}\left(1+\frac{R^{2}}{r^{2}}\right)  \tag{1.4}\\
& \sigma_{z z}(u ; x)--\gamma_{z}
\end{align*}
$$

The components of the displacement vector and the stress tensor not indicated in (1.3) and (1.4) are equal to zero.

Moreover, in the case of axial symmetry of the domain $\Omega$ the solution of problem (1.1), (1.2) for an arbitrary vector $e$ can be obtained as the superposition of the solution of the Lekhnitskii problem and another solution corresponding to the vector $e=e^{(1)}$. This was found by Geogdzhayev

$$
\begin{align*}
& u_{1}(x)=\frac{\gamma}{4 E}\left\{\frac{1}{4}(3+2 v)(1+v) \frac{R^{4}}{r^{2}} \cos 2 \theta-\right.  \tag{1.5}\\
& \quad \frac{r^{2}}{4}\left[(3+2 v)(1+v) \cos ^{2} \theta+\left(17+15 v-2 v^{2}\right) \sin ^{2} \theta\right]+ \\
& \left.\quad(3-2 v)(1+v) R^{2} \ln \frac{R}{r}+(1+v) R^{2} \sin ^{2} \theta\right\} \\
& u_{2}(x)=\frac{\gamma}{4 E}\left\{\frac{1}{2}(3+2 v)(1+v) \frac{R^{4}}{r^{2}}+\frac{r^{2}}{4}\left(14+10 v-4 v^{2}\right)-\right. \\
& \left.\quad(1+v) R^{2}\right\} \sin \theta \cos \theta, u_{3}(x)=-v(1+v) \frac{\gamma z}{2 E}\left(\frac{R^{3}}{r}+r\right) \cos \theta \\
& \sigma_{r r}(u ; x)=-\frac{\gamma}{4}\left[\frac{1}{2}(3+2 v)\left(\frac{R^{a}}{r^{9}}-r\right)+3\left(r-\frac{R^{2}}{r}\right)\right] \cos \theta  \tag{1.6}\\
& \sigma_{\theta \theta}(u ; x)=\frac{\gamma}{4}\left[\frac{1}{4}(3+2 v)\left(\frac{R^{4}}{r^{3}}-r\right)+(1+2 v) r-\right. \\
& \left.\quad(1-2 v) \frac{R^{2}}{r}\right] \cos \theta \\
& \sigma_{r \theta}(u ; x)=-\frac{\gamma}{4}\left[\frac{1}{4}(3+2 v)\left(\frac{R^{4}}{r^{2}}-r\right)-(1-v)\left(r-\frac{R^{3}}{r}\right)\right] \sin \theta \\
& \sigma_{r z}(u ; x)=v \gamma \frac{z}{4}\left(\frac{R^{2}}{r^{2}}-1\right) \cos \theta \\
& \sigma_{\theta z}(u ; x)=v \gamma \frac{z}{4}\left(\frac{R^{2}}{r^{2}}+1\right) \sin \theta, \quad \sigma_{z z}(u ; x)=0
\end{align*}
$$

Both solutions are characterized by quadratic growth of the displacement vector components at infinity. The next three sections of this paper are devoted to constructing solutions of the homogeneous problem (1.1), (1.2) that have the same growth $O\left(|x|^{2}\right)$ as $|x| \rightarrow \infty$.
2. Homogeneous solutions in a half-space. At infinity the cylinder $G$ is incident in any conical neighbourhood of the axis $O x_{3}$, hence the principal terms of the asymptotic form of the solutions of the homogeneous problem (1.1), (1.2) as $|x| \rightarrow \infty$ should agree with the solutions of the same problem in a half-space (see $/ 3 /$ ). We list those of the mentioned vector functions in $\mathbf{R}_{+}{ }^{3}$ that do not decrease but have no more than quadratic growth. It is known that they are all homogeneous vector polynomials $v^{(m, q)}$ of degree $m=0,1,2$, and their number is $3 m$. For $m=0$ the vectors $v^{(0, q)}(q=1,2,3)$ describe rigid translational displacements. Among the solutions $v^{(1, q)}, q=1, \ldots, 6$, three correspond to rotations while the rest have the form

$$
\begin{equation*}
\left(x_{1},-x_{2}, 0\right) ; \quad\left(x_{2}, x_{1}, 0\right) ; \quad\left(x_{1}, x_{2},-2 \lambda(\lambda+2 \mu)^{-1} x_{3}\right. \tag{2.1}
\end{equation*}
$$

Finally, the polynomials $\boldsymbol{v}^{(2, q)}, q=1, \ldots, 9$ are

$$
\begin{align*}
& \left(-2 x_{1} x_{3}, 0, \lambda(\lambda+2 \mu)^{-1} x_{3}{ }^{2}+x_{1}{ }^{2}\right) ; \quad\left(0,-2 x_{2} x_{3}, \lambda(\lambda+2 \mu)^{-1} x_{3}{ }^{2}+x_{2}{ }^{2}\right)  \tag{2.2}\\
& \left(0,-x_{3}{ }^{2}+x_{1}^{2}, 0\right) ; \quad\left(x_{2}{ }^{2}-x_{3}{ }^{2}, 0,0\right) ;\left(x_{2}{ }^{2}-x_{1}{ }^{2}, 2 x_{1} x_{2}, 0\right) \\
& \left(2 x_{1} x_{2}, x_{1}{ }^{2}-x_{2}^{2}, 0\right) ; \quad\left(x_{1}{ }^{2},-(4 \mu+3 \lambda)(\lambda+\mu)^{-1} x_{1} x_{2},\right. \\
& \left.\lambda(\lambda+\mu)^{-1} x_{1} x_{3}\right) \\
& \left(-(4 \mu+3 \lambda)(\lambda+\mu)^{-1} x_{1} x_{2}, x_{2}{ }^{2}, \lambda(\lambda+\mu)^{-1} x_{2} x_{3}\right) ; \\
& \\
& \left(x_{2} x_{3} x_{1} x_{3},-x_{2} x_{1}\right) \\
& \text { The stresses } \sigma_{j k, q)}^{(m, q}=\sigma_{j k}\left(v^{(m, q)}\right) \quad \text { corresponding to the displacements (2.1), (2.2) are given }
\end{align*}
$$ by the equations

$$
\begin{align*}
& \sigma_{11}^{(1,1)}=-\sigma_{22}^{(1,1)}=\sigma_{12}^{(1,2)}=2 \mu ; \quad \sigma_{11}^{(1,3)}=\sigma_{22}^{(1,3)}=  \tag{2.3}\\
& 2 \mu(2 \mu+3 \lambda)(2 \mu+\lambda)^{-1} \\
& \sigma_{22}^{(2,2)}=\sigma_{12}^{(2,1)}=-8 \mu(\lambda+\mu)(\lambda+2 \mu)^{-1} x_{3} ;  \tag{2.4}\\
& \sigma_{22}^{(2,1)}=\sigma_{11}^{(2,2)}=-4 \mu \lambda(\lambda+2 \mu)^{-1} x_{3} \\
& \sigma_{12}^{(2,2+j)}=2 \mu x_{j} ; \quad \sigma_{3,3-j}^{(2,2+j)}=-2 \mu x_{3} ; \quad \sigma_{j j}^{(2,4+j)}=-4 \mu x_{j} ; \\
& \sigma_{3-j, 3-j}^{(2,4+j)}=4 \mu x_{j} ; \sigma_{12}^{(2,4+j)}=4 \mu x_{3-j} ; \quad \sigma_{j ;}^{(2,6+j)}=2 \mu(\lambda+2 \mu)(\lambda+\mu)^{-1} x_{2} \\
& \sigma_{\mathrm{s}-j, s-j}^{(2,6+j)}=-8 \mu x_{2} ; \quad \sigma_{3 j}^{(2,6+j)}=\lambda \mu(\lambda+\mu)^{-1} x_{3} \\
& \sigma_{12}^{(2,6+j)}=-\mu(3 \lambda+4 \mu)(\lambda+\mu)^{-1} x_{3-j} ; \quad \sigma_{12}^{(2,9)}=2 \mu x_{3}, \quad j=1,2
\end{align*}
$$

The stress tensor components not presented in (2.3), (2.4) are zero.
3. The problem on a plane with an orifice. The solution of the homogeneous problem in a half-space leaves a residual in the boundary conditions on $\partial G$. This residual can be cancelled by solutions of the boundary value problem in $\mathbf{R}^{2} \backslash g$. The appropriate differential operators are obtained from the operators in system (1.1), (1.2) by elimination of the derivative with respect to $z$. Therefore, a set of the plane problem of the theory of elasticity and the problem of antiplane shear in $\mathbf{R}^{2} \backslash g$ arises

$$
\begin{align*}
& \mu \nabla \cdot \nabla W(y)+(\lambda+\mu) \nabla \nabla \cdot W(y)=0, \quad \mu \nabla \cdot \nabla w_{3}(y)=0, \quad y \in \mathbf{R}^{2} \backslash g  \tag{3.1}\\
& \Sigma^{(n)}(W ; y)=P(y), \quad \mu \frac{\partial w_{3}}{\partial n}(y)=p_{3}(y), \quad y \in \partial g \tag{3.2}
\end{align*}
$$

Here $W=\left(w_{1} ; w_{2}\right) ; \dot{\nabla}=\nabla_{y} ; \Sigma$ is a two-dimensional stress tensor, and $n$ is the unit external normal to $\partial g$. We denote the three-dimensional vector $\left(w_{1}, w_{2}, w_{9}\right)$ by $w$. The solution of problem (3.1), (3.2) exists for any smooth loads $P-\left(p_{1}, p_{2}\right), p_{3}$ and allows of the asymptotic representation

$$
\begin{equation*}
w(y)=\sum_{j=1}^{3}\left\{c_{j} T^{(j)}(y)+\sum_{k=1}^{2} c_{j k} \frac{\partial}{\partial y_{k}} T^{(j)}(y)\right\}+O\left(|y|^{-2}\right) \tag{3.3}
\end{equation*}
$$

(see $/ 4 /$, for example), where $c_{j}, c_{j k}$ are constants, $T^{(j)}$ are columns of a block matrix consisting of a two-dimensional Somigliani tensor (the elements in the first two rows and columns) and the fundamental solution $(2 \pi \mu)^{-1} \ln |y|^{-1}$ of the operator $-\mu \nabla \cdot \nabla$ in $\quad \mathbf{R}^{3}$ (the element in the lower right-hand corner).

The solution (3.3) has a logarithmic increase at infinity. It decreases only if the principal load vector $P$ and the mean $p_{3}$ on $\partial g$ equal zero (then $c_{j}=0$ ). If

$$
\begin{equation*}
p_{j}(y)=\sum_{k=1}^{3} n_{k}(y)\left(a_{0}^{(j, k)}+a_{1}^{(j, k)} y_{1}+a_{2}^{(j, k)} y_{2}\right) \tag{3.4}
\end{equation*}
$$

in (3.2) and $a_{p}{ }^{(j, k)}$ are constantsy then by using the method of $/ 5 /$, expressions can be obtained for the coefficients $c_{j}$ in (3.3)

$$
\begin{equation*}
c_{j}=-|g|\left(a_{1}^{(j, 1)}+a_{2}^{(j, 2)}\right) \tag{3.5}
\end{equation*}
$$

Here $|g|$ is the area of the domain $g$.
4. Solutions of the homogeneous problem in $\Omega$. We construct solutions of the nomogeneous problem (1.1), (1.2) that do not decrease at infinity. Six are trivial, rigid displacements. The rest have mainly the asymptotic form (2.1) or (2.2). We will first examine the displacement (2.1). According to (2.3), the vectors $v^{(1, q)}(q-1,2,3)$ leave a residual of the form (3.4) in the boundary conditions (1.2) on $\partial G, a_{1}^{(j, k)}=a_{2}^{(j, k)}=0$. By virtue of (3.3) and (3.5), solutions $\dot{w}^{(1, q)}(y)$ exist that decrease as $O\left(|y|^{-1}\right)$ as $|y| \rightarrow \infty$ and cancel these residuals. We set

$$
\begin{equation*}
V^{(1, q)}(x)=v^{(1, q)}(x)+\chi\left(z^{-1}|y|\right) w^{(1, q)}(y) \tag{4.1}
\end{equation*}
$$

where $\chi$ is a shearing function from $\mathbf{C}^{\infty}\left(\mathbf{R}_{1}\right) ; \chi(t)=1$ for $t \leqslant 2 R$ and $\chi(t)=0$ for $t \geqslant 3 R$;
the number $R$ is selected so that the domain $g$ is incident in a circle of radius $R$.
we consider the residual of the vector (4.1) in the homogeneous Eqs.(1.1), (1.2). We are here interested only in its behaviour as $|x| \rightarrow \infty$. In this sense, the boundary conditions are satisfied completely and the residual $F^{(1, q)}$ in the Lame system is concentrated in the cone $K_{R}=\left\{x: z^{-1}|y| \in(2 R, 3 R)\right\}$. The inequalities

$$
\begin{equation*}
c_{1} z<|x|<C_{1} z, \quad c_{2}|y|<|x|<C_{2}|y| \tag{4.2}
\end{equation*}
$$

are valid for points of this cone, where $c_{k}$ and $C_{k}$ are certain positive constants. Consequently we finally obtain the estimate $\left|F^{(1, q)}(x)\right| \leqslant$ const $|x|^{-3}$ for $F^{(1, q)}$. Therefore, there exists an energetic solution $\boldsymbol{u}^{(1, q)}$ of the problem of the theory of elasticity in $\Omega$, that vanishes at infinity and cancels the mentioned residual while the sum

$$
\begin{equation*}
U^{(1, q)}(x)=V^{(1, q)}(x)+u^{(1, q)}(x), \quad q=1,2,3 \tag{4.3}
\end{equation*}
$$

is a solution of the homogeneous problem (1.1), (1.2).
We will now consider the displacement (2.2). Because of (2.4), the residual of the vector $V^{(2, q)}$ in the boundary conditions (1.2) on $\partial G$ has the form (3.4) in which $a_{1}^{(j, k)}$, $a_{2}^{(j . k)}$ are constants, while $a_{0}^{(j, k)}=c_{j k} z, c_{j k}=$ const. Hence, a vector function $w^{(2, q)}(y, z)=w^{(2, q, 0)}(y) \neq$ $z w^{(2, q, 1)}(y)$, exists subject to the homogeneous Lame system and cancelling the residual in the boundary conditions on $\partial G$ such that

$$
w^{2, q, 1)}(y)=O\left(|y|^{-1}\right), \quad w^{(2, q, 0)}(y)=O(|\ln | y| |)
$$

The vector $v^{(2, q)}(x)+\chi\left(z^{-1}|y|\right) w^{(2, q)}(y)$ satisfies the boundary conditions on $\partial \Omega$ outside a certain sphere and the residual in the Lame system is concentrated in the cone $K_{R}$ and allows of the representation

$$
\begin{equation*}
F^{(2, q)}(x)+O\left(|x|^{-s}|\ln | x| |\right) \tag{4.4}
\end{equation*}
$$

(here the inequalities (4.2) are usedinestimating the remainder). The first component in (4.4) has the form

$$
\begin{equation*}
F^{(2, q)}(x)=|x|^{-2}\left(\ln |x| f^{(q, 0)}\left(x|x|^{-1}\right)+f^{(q, 1)}\left(x|x|^{-1}\right)\right) \tag{4.5}
\end{equation*}
$$

where $f^{q, j)}, j=\mathbf{0 , 1}$ are smooth functions on the hemisphere $S_{+}^{2}=\left\{x:|x|=1, x_{3}>0\right\}$ (their carriers are in a ring cut out by the cone $K_{R}$ on $S_{+}{ }^{2}$ ).

As is shown (in a more general situation) in $/ 4,5 /$, the Lame systern with right-hand side (4.5) in $\mathbf{R}_{+}{ }^{3}$ under the condition that the half-space boundary in stress-free, has the particular solution

$$
\begin{equation*}
\psi^{(2, q)}(x)=(\ln |x|)^{2} \psi^{(2, q, 2)}\left(\frac{x}{|x|}\right)+\ln |x| \psi^{(2, q, 1)}\left(\frac{x}{|x|}\right)+\psi^{(2, q, 0)}\left(\frac{x}{|x|}\right) \tag{4.6}
\end{equation*}
$$

( $\psi^{\mathbf{2}, q, n)}$ are smooth functions in $S_{+}{ }^{\mathbf{8}}$ ).
The solution (4.6) cancels the principal part (4.5) of the residual (4.4) in the Lame system, but it leaves a residual $P$, in its turn, in the boundary condition on $\partial G$. It can be confirmed that

$$
\begin{equation*}
P(x)=z^{-1}\left[(\ln z)^{2} p^{(q, 2)}(y)+\ln z p^{(q, 1)}(y)+p^{(q, 0)}(y)\right]+O\left(z^{-2}|\ln z|^{2}\right) \tag{4.7}
\end{equation*}
$$

where the components of the vectors $p^{(q, n)}$ possess a zero mean on $\partial g$. According to Sect. 3 solutions $\Psi(q, n)$ of the problem (1.1), (1.2) with right-hand sides $p^{(q, n)}$ exist such that $\Psi(q, n)=O\left(|y|^{-1}\right)$.

We finally set

$$
\begin{gather*}
V^{(2, q)}(x)=v^{(2, q)}(x)+\chi\left(z^{-1}|y|\right) w^{(2, q)}(y, z)+\psi^{(2, q)}(x)+  \tag{4.8}\\
\quad \chi\left(z^{-1}|y|\right) z^{-1}\left[(\ln z)^{2} \Psi^{(q, 2)}(y)+\ln z \Psi^{(q, 1)}(y)+\Psi^{(4,0)}(y)\right]
\end{gather*}
$$

Taking account of (4.5), (4.7), we obtain that the vector-function (4.8) leaves the residuals $F$ and $S$ in the homogeneous Lamé system and in the boundary condition (1.2), respectively, for which the following estimates hold:

$$
\begin{aligned}
& |S(x)| \leqslant \operatorname{const}\left(|x|^{-2}|\ln | x| |^{2}\right) \\
& |F(x)| \leqslant \operatorname{const}|x|^{-3}|\ln | x| | \text { when }|y|>3 R z \\
& |F(x)| \leqslant \operatorname{const}|x|^{-2}|\ln | x| |\left(|x|^{-1}+|y|^{-2}|\ln | x \mid\right) \\
& \text { when }|y|<3 R z
\end{aligned}
$$

It therefore follows that the following integrals are finite

$$
\int_{\Omega}|x|^{2}|F(x)|^{2} d x, \quad \int_{\partial \Omega}|x|^{2}|S(x)|^{2} d x
$$

and, therefore, energetic solutions $u^{(2, q)}$ exist that vanish at infinity and also cancel these residuals. Hence, the vector-functions

$$
\begin{equation*}
U^{(2, q)}(x)=V^{(2, q)}(x)+u^{(2, q)}(x), \quad q=1, \ldots, 9 \tag{4.9}
\end{equation*}
$$

are solutions of the homogeneous problem (1.1), (1.2). Moreover, all the displacements (4.3) and (4.9) are linearly independent and the energy integral becomes infinite. Confirmation of the fact that all the solutions $U$ of the homogeneous problem (1.1), (1.2) subject to the inequality

$$
\begin{equation*}
|U(x)| \leqslant \text { const }|x|^{2} \tag{4.10}
\end{equation*}
$$

are exhaused by linear combinations of the rigid displacements and the vector-functions (4.3), (4.9), requires reliance upon complex and awkward mathematical apparatus using the results and general methods of investigating elliptical boundary value problems in domains with singular points (sec $/ 3-8 /$ ). The appropriate proof is omitted in this paper.
5. Correct formulations of the Lekhnitskii problem. We will now consider axisymmetric problem whose particular solution was found by Lekhnitskii and which has the form of (1.3), (1.4). Among the linear combinations of vectors (2.1), (2.2), there is just one vector that is invariant under rotation around the $O z$ axis. It equals (apart from a factor)

$$
\begin{equation*}
v(x)=v^{(2,1)}(x)+v^{(2,2)}(x)=\left(-2 y_{1} z ;-2 y_{2} z ; r^{2}+2 \lambda(\lambda+2 \mu)^{-1} z^{2}\right) \tag{5.1}
\end{equation*}
$$

The solution $U(x)=U^{(2,1)}(x)+U^{(2,2)}(x)$ of the homogeneous problem (1.1), (1.2)

$$
\begin{align*}
& U_{r}(r, z)=-2 z r+2 z \frac{1+v}{1-v} \frac{R^{2}}{r}  \tag{5.2}\\
& U_{z}(r, z)=\frac{2 v z^{2}}{1-v}+r^{2}+2 \frac{1+v}{1-v} R^{2} \ln \frac{r}{R}, \quad U_{\theta}(r, z)=0
\end{align*}
$$

corresponds to this vector.
This solution is constructed as shown in Sect.4. The circumstance that the algorithm proposed yields the solution in closed form is accidental; in general, it will enable us to find just the asymptotic form. The stress tensor components $\sigma(U)$ are defined by the relationships

$$
\begin{align*}
& \sigma_{r r}(U ; r, z)=-2 \mu z \frac{1+v}{1-v}\left(1-\frac{R^{2}}{r^{3}}\right), \quad \sigma_{\theta \theta}(U ; r, z)=  \tag{5.3}\\
& \quad-2 \mu z \frac{1+v}{1-v}\left(1+\frac{R^{2}}{r^{2}}\right), \quad \sigma_{z z}(U ; r, z)=\sigma_{r z}(U ; r, z)=0
\end{align*}
$$

Comparing (5.2) and (1.3) we see that a decrease in the components $u_{1}$ and $u_{2}$ as $|x| \rightarrow \infty$ is characteristic for the displacements (1.3) in the layer $Q_{d}=\{x \in \Omega: z<d\}$ of arbitrary thickness $d$, while the displacements (5.2) do not possess this property. Consequently, the additional conditions that yield the uniqueness theorem for the solution (1.3), (1.4) of the Lekhnitskii problem have the form

$$
\begin{equation*}
u_{j}(x)=o(1) \text { as }|x| \rightarrow \infty, x \in Q_{d} ; \quad j=1,2 \tag{5.4}
\end{equation*}
$$

It is clear that in order to satisfy (5.4) it is necessary to assume that the constant $C$ in the linear combination

$$
\begin{equation*}
u^{(1)}=u+C U \tag{5.5}
\end{equation*}
$$

equals zero.
On the other hand, the stresses $\sigma_{r r}$ and $\sigma_{\theta \in}$ in (5.3) and (1.4) have identical behaviour at infinity, apart from a factor. Consequently, the validity of the following constraints

$$
\begin{equation*}
\sigma_{j k}\left(u^{(1)} ; x\right)=o(1) \text { as }|x| \rightarrow \infty, \quad x \in Q_{d} ; j, k=1,2 \tag{5.6}
\end{equation*}
$$

can be achieved for the vector (5.5).
Direct calculations show that for $c=-v \gamma[2 \mu(1+v)]^{-1}$ the vector (5.5) is given by the formulas

$$
\begin{equation*}
u_{r}^{(1)}(x)=v E^{-1} \gamma z r, \quad u_{z}^{(1)}(x)--\gamma(2 E)^{-1}\left(z^{2}+v r^{2}\right), \quad u_{\theta}{ }^{(1)}(x)=0 \tag{5.7}
\end{equation*}
$$

while the corresponding stresses have the form

$$
\begin{align*}
& \sigma_{r r}\left(u^{(1)} ; x\right)=\sigma_{e \theta}\left(u^{(1)} ; x\right)-\sigma_{r z}\left(u^{(1)} ; x\right)=0  \tag{5.8}\\
& \sigma_{z z}\left(u^{(1)} ; x\right)=-\gamma^{z}
\end{align*}
$$

Thus the Lekhnitskii problem allows of two formulations in the class of vector-functions subject to the relationship (4.10). The first is associated with the additional requirement (5.4) of a decrease in the displacement component $u_{r}$ in any layer of finite thickness, and the second with the requirement (5.6) of a decrease in the stress tensor components $\sigma_{r r}$, $\sigma_{\theta 0}$.

The unique solutions corresponding to these formulations are given by (1.3), (1.4) and (5.7), (5.8).
6. Correct formulations of the problem of a vertical half-space with a cylindrical cavity. It is seen from (1.5) that the solution of problem (1.1), (1.2) constructed by Geogdzhayev for $e=e^{(1)}$ has a quadratic increase $O\left(|x|^{2}\right)$ in the layer $Q_{d}$ abutting on the half-space boundary.

As is shown in Sect. 4 , the solution of this problem is determined to the accuracy of a linear combination of the twelve vector-functions (4.3), (4.9). We select coefficients of this linear combination such that its sum with the solution (1.5) has the least possible growth in the layer $Q_{d}$. Omitting the computations, we write down the result

$$
\begin{equation*}
u^{(2)}=u+\gamma(1+v)[16 E]^{-1}\left\{16 U^{(2,4)}+(1-2 v) U^{(2,5)}+4 U^{(2,7)}\right\} \tag{6.1}
\end{equation*}
$$

By using the procedure elucidated in Sect.4, we construct the asymptotic form of the solution (6.1) of problem (1.1), (1.2), $e=e^{(1)}$. We select the solution of the Lame system (1.1) in the form

$$
\begin{equation*}
v(x)=-\gamma(2 \mu)^{-1}\left(z^{2}, 0,0\right) \tag{6.2}
\end{equation*}
$$

The stresses $\sigma_{r r}(v)$ and $\sigma_{r \theta}(v)$ equal zero identically, while $\sigma_{r v}(v ; x)=-\gamma z \cos \theta$. Consequently, the vector

$$
\begin{equation*}
z w^{(\mathbf{1})}(y)+w^{(0)}(y) \tag{6.3}
\end{equation*}
$$

is the next approximation to $u^{(1)}$.
The component $w_{3}{ }^{(1)}$ of the vector-function $w^{(1)}=\left(0,0, w_{3}{ }^{(1)}\right)$ from (6.3) is a solution of the external Neumann problem

$$
\mu \Delta w_{3}^{(1)}(y)-0, \quad y \in \mathbf{R}^{2} \backslash g, \quad \mu\left(\partial w_{3}^{(1)} / \partial r\right)(y)-\gamma \cos \theta, \quad y \in \partial g
$$

(see sect.4) and is given by the equality

$$
\begin{equation*}
w^{(1)}(y)=\left(0,0,-\gamma R^{2}(\mu r)^{-1} \cos \theta\right) \tag{6.4}
\end{equation*}
$$

(We recall that the domain $g$ is a circle of radius $R$ ). The vector $W^{(0)}$ comprised of the first two components of the vector $w^{(0)}=\left(w_{1}{ }^{(0)}, w_{2}^{(0)}, 0\right)$ in (6.3) is a solution of the plane problem of the theory of elasticity

$$
\begin{aligned}
& \mu \nabla \cdot \nabla W^{(0)}(y)+(\lambda+\mu) \nabla \nabla \cdot W^{(0)}(y)-\gamma R^{2}(\lambda+\mu) \mu^{-1} \nabla \times \\
& \left.\quad r^{-1} \cos \theta\right)=0, y \in \mathbf{R}^{2} \backslash g \\
& \Sigma_{r r}\left(W^{(0)} ; R, \theta\right)=\gamma R \lambda \mu^{-1} \cos \theta, \quad \Sigma_{r \theta}\left(W^{(0)} ; R, \theta\right)=0
\end{aligned}
$$

and is calculated by means of the formula

$$
\begin{align*}
& W^{(0)}(r, \theta)=\frac{\gamma R^{2}}{2 \mu v}\left\|\begin{array}{l}
(3-2 v) \ln \left(r R^{-1}\right) \cos \theta \\
-\left[(3-2 v) \ln \left(r R^{-1}\right)+1\right] \sin \theta
\end{array}\right\|-  \tag{6.5}\\
& \frac{\gamma R^{4}(1+2 v)}{16 \mu r^{2}}\left\|\begin{array}{l}
\cos \theta \\
\sin \theta
\end{array}\right\|- \\
& \frac{\gamma R^{2}(4-v)(3-4 v)}{8 \mu(1-v)} \| \ln \left(r R^{-1}\right) \cos \theta \\
& -\left[\ln \left(r R^{-1}\right)+(3-4 v)^{-1}\right] \sin \theta
\end{align*}
$$

Thus, the approximation has the form

$$
\begin{equation*}
V(x)=v(x)+z w^{(1)}(y)+w^{(0)}(y) \tag{6.6}
\end{equation*}
$$

(Here, compared with (4.1) and (4.8), there is no multiplication by the shear since the vector-functions (6.4) and (6.5) are defined everywhere in $\Omega$ ). In order for the sum (6.6) to satisfy the homogeneous boundary conditions (1.2) on the half-space boundary, satisfaction of the relationship

$$
\begin{equation*}
\sigma_{33}\left(z w^{(1)}(y)+w^{(0)}(y)\right) \equiv(2 \mu+\lambda) w_{3}^{(1)}(y)+\nabla \cdot W^{(0)}(y)=0 \tag{6.7}
\end{equation*}
$$

is necessary.
By direct verification from (6.4) and (6.5) we deduce that (6.7) does not hold. Therefore, the displacements (6.6) are only asymptotic

$$
\begin{equation*}
u^{(2)}(x)=V(x)+O\left(|\ln | x \|^{2}\right) \tag{6.8}
\end{equation*}
$$

and not the exact value of the solution. Such a solution would occur in both versions of the Lekhnitskii problem in Sect. 5 (it was mentioned there that this circumstance is accidental). Consequently, solution (6.1) is not defined explicitly in terms of elementary functions and we can only speak of its existence.

The solution mentioned is characterized by slight growth of the displacement in the layer $Q_{d}$ (see (6.8) and (6.2)-(6.6)). Since all the solutions (4.3), (4.9) of the homogeneous problem grow as $O(r)$ or $O\left(r^{2}\right)$, in this layer according to (2.1), (2.2), then the solution subject to the condition

$$
\begin{equation*}
u^{(2)}(x)=O\left(|\ln | x| |^{2}\right) \quad \text { as } \quad|x| \rightarrow \infty, x \in Q_{d} \tag{6.9}
\end{equation*}
$$

is unique (apart from rigid displacements).
We will now examine the sum of the solution (1.5) and a linear combination of the vectorfunctions (4.3), (4.9). The stresses (1.6) grow as $O\left(r^{2}\right)$ in $Q_{d}$. We find the coefficients of the mentioned linear combjnation so as to guarantee the least possible growth of the stress in this layer. Omitting simple but cumbersome computations, we present the result

$$
\begin{align*}
& u^{(3)}=u+c_{1} v^{(2,4)}+c_{2} v^{(2,5)}+c_{3} v^{(2,7)}  \tag{6.10}\\
& \left(c_{1}=-2 c\left(2 v^{2}+9 v+2\right), \quad c_{2}=c\left(2 v^{2}+9 v-13\right),\right. \\
& \left.c_{3}=-10 c, c=\gamma(16 E)^{-1}\right)
\end{align*}
$$

All the stresses constructed by means of the displacement (6.10) decrease in the layer $Q_{d}$. Only the component $\sigma_{13}\left(u^{(3)}\right)$, which equals $\gamma z / 4+o(1)$ and is only bounded is the exception.

As formulas (2.3), (2.4) show, the functions $\sigma_{j k}\left(U^{(n, q)}\right.$, where $n=1,2, q=1, \ldots, 3^{n}, j, k=$ 1,2 , do not vanish at infinity. Consequently, the solution (6.10) of problem (1.1), (1.2) is unique for $e=e^{(1)}$ apart from rigid displacements if it is subject to the additional conđition (5.6).

Thus, (6.1) and (6.10) are two distinct solutions of problem (1.1), (1.2) for $e=e^{(1)}$ that correspond to two different formulations: satisfaction of condition (6.9) or condition (5.6) .
7. A problem with an arbitrary direction of gravity. As already mentioned, the solution of problem (1.1), (1.2) is obtained in the case of an arbitrary vector $e$ by the superposition of solutions of the Lekhnitskii problem and of the problem examined in Sect.6. We formulate results following from the assertions of Sects.5 and 6. Despite the fact that the casc of a circular cylinder was considered in these sections, the procedure described in sect. 4 enables us to conclude that all that was said about the corresponding problems is conserved even in the case of an arbitrary section $g$. Consequently, we shall henceforth speak of the non-symmetric problem.

The addition of condition (6.9) yields the first correct formulation of the problem. The solution of problem (1.1), (1.2), (6.9) is unique apart from rigid translational displacements. The constraint (6.9) can here be weakened and replaced by the following

$$
\begin{equation*}
u(x)=o(|x|) \text { as }|x| \rightarrow \infty, x \in Q_{d} \tag{7.1}
\end{equation*}
$$

since, as before, the homogeneous solutions (4.3) and (4.9) do not satisfy relationship (\%.1).
The second correct formulation is ensured by fixing the behaviour of the stresses in the layer $Q_{d}$. The appropriate problem (1.1), (1.2), (5.6) has a unique solution (apart from rigid displacements). Note that the condition ( 5.6 ) can be strengthened by imposing constraints on the vector $\sigma^{(3)}(u)$ :

$$
\begin{equation*}
\sigma_{j k}(u ; x)=o(1), \sigma^{(3)}(u ; x)=O(1) \text { as }|x| \cdot r \infty, x \leftharpoondown Q_{d} \tag{7.2}
\end{equation*}
$$

Problem (1.1), (1.2), (7.2) is equivalent to problem (1.1), (1.2), (5.6).
8. Generalizations and corollaries. $1^{\circ}$. We note that both solutions (1.3), (1.1) and (5.7), (5.8) corresponding to the correct formulations of the Lekhnitskii problem presented in Sect. 5 can be obtained from the solution of the problem in a semicylinder of large diameter $D$. by passing to the limit as $D \rightarrow \infty$. Namely, let $C_{D}=\left\{x \in \mathbf{R}^{3}: z>0, r<D / 2\right\}, \Gamma_{D}=\left\{x \in \mathbf{R}^{3}\right.$; $z>0, r=D / 2\}$ and $\Omega_{D}=\Omega \cap C$. Then the solution (1.3), (1.4) of problem (1.1), (1.2), (5.4) for $e=e^{(3)}$ is the limit of the solution $u_{D}$ of the problem in $\Omega_{D}$ with rigid clamping conditions on $\Gamma_{D}$ as $D \rightarrow \infty$. The solution (5.7), (5.8) of problem (1.1), (1.2), (5.6) for $e=e^{(3)}$ is, in turn, the limit of the solutions of such problems under the condition that the side surface $\Gamma_{D}$ is stress-free.
$2^{\circ}$. The method presented in Sect. 4 for constructing solutions of the homogeneous problem has a broader domain of application. Any "paraboloid"

$$
\begin{equation*}
\Pi=\left\{x \Leftarrow \mathbf{R}^{3}: h(z)^{-1} y \Leftarrow g, z>0\right\} ; h(z)=z^{1-\delta} H\left(z^{-1}\right), \delta>0 \tag{8.1}
\end{equation*}
$$

where $t \rightarrow H(t)$ is a function smooth in the neighbourhood of the point $t=0$, can be proposed as the set $G$ introduced in Sect.1. The domain $\Omega$ can here be formed by the removal of $\bar{G}$ from any non-empty open cone $K$ with smooth directrix containing the $O z$ axis. The domains $G$ and $\Omega \quad$ should coincide with $\Pi$ and $K \backslash \bar{\Pi}$ only outside some sphere; the behaviour of the boundary at a finite distance is not essential.
$3^{\circ}$. Moreover, it can be considered that the body $G$ is filled with a malerial with uther Lamé constants $\lambda_{0}$ and $\mu_{0}$, i.e., the conjugate problem can be considered:

$$
\begin{align*}
& \mu \Delta u(x)+(\lambda+\mu) \text { grad div } u(x)+\gamma=0, \quad x \in \Omega  \tag{8.2}\\
& \mu_{0} \Delta u^{\circ}(x)+\left(\lambda_{0}+\mu_{0}\right) \operatorname{grad} \operatorname{div} u^{\circ}(x)+\gamma_{0} e=0, \quad x \in G \\
& \sigma^{(n)}(u ; x)=0, \quad x \in \partial \Omega \backslash \partial G ; \sigma_{0}^{(n)}\left(u^{\circ} ; x\right)=0, \quad x \Subset \partial G \backslash \partial \Omega \\
& u(x)=u^{\circ}(x), \quad \sigma^{(n)}(u ; x)=\sigma_{0}^{(n)}\left(u^{\circ} ; x\right), x \in \partial G \cap \partial \Omega
\end{align*}
$$

All the quantities referring to the inclusion are provided with the superscript ${ }^{\circ}$. An analogous problem for a plane with limited inclusion $g$ is here obtained as a "model" problem from Sect.3. The properties of the solutions of such a problem are in no way different from those elucidated in Sect.3. The procedure for constructing the asymptotic form from Sect. 4 is thereby carried over also to the case of problem (8.2).

Attention should be given to the fact that the passage to the case of an absolutely rigid inclusion within the framework of the mathematical results presented is impossible in problem (8.2). The reason for this is that the properties of the solutions of the corresponding model problem (system (3.1) with the boundary conditions $W=\Phi, w_{3}=\varphi_{3}$ on $\partial g$ ) differ radically from the properties of problem (3.i), (3.2).
$4^{\circ}$. We note that the proceudre presented in Sect. 4 for seeking the solutions of the homogeneous problem is similar to the algorithm /9, 10/ for constructing the asymptotic form of solutions of elliptic boundary value problems with small singular perturbations of the domain.
$5^{\circ}$. The two formulations presented in Sect. 7 for problem (1.1), (1.2), within whose framework the uniqueness theorem holds, hold even in the case of problem (8.2). The domain $G$ can here be not only a semicylinder with section $g$ (the case $\delta=1$ in (8.1)), but also a set shrinking at infinity (the case $\delta>1$ ) and a "paraboloidal" set expanding at infinity (the case $\delta \in(0,1)$ ).
$6^{\circ}$. Let us examine the situation when gravity acts in the direction of the $O z$ axis but varies as the "depth" increases, i.e., the mass forces $f$ in system (1.1) equal $\gamma(z) e^{(3)}$. We confine ourselves here to a study of the cylindrical domain $G$ (with the arbitrary section g).

We assume that the function $\gamma$ decreases as $o\left(z^{-1-8}\right), \delta>0$, at infinity. We set

$$
\begin{equation*}
u(x)=v(x)+e^{(3)} \varphi(z), \quad \varphi(z)=\frac{1}{2 \mu+\lambda} \int_{0}^{z} \int_{0}^{t} \gamma(\tau) d \tau d t \tag{8.3}
\end{equation*}
$$

Then $\varphi(z)=b z+O\left((1+z)^{1-8}\right)$, where $b=$ const and the vector-function $v$ is a solution of the boundary value problem

$$
\begin{aligned}
& \mu \Delta v(x)+(\lambda+\mu) \operatorname{grad} \operatorname{div} v(x)=0, \quad x \in \Omega \\
& \sigma^{(2)}(v ; x)=0, \quad x \in \partial \Omega \backslash \partial G ; \sigma^{(n)}(v ; x)=-\lambda \varphi^{\prime}(z) n(x), \\
& x \models \partial G \bigcap \partial \Omega
\end{aligned}
$$

The principal term $w$ of the asymptotic form $v$ has the form $w=(W, 0)$, where $w$ is a solution of problem (3.1), (3.2) that vanishes at infinity for $P=-\lambda \varphi^{\prime}\left(n_{1}, n_{3}\right), p_{3}=0$. It leaves residuals $F$ and $S$ in the Lamé system and the boundary condition on $\partial \Omega \backslash \partial G ;|F(x)|=$ $O\left(r^{-2}(1+z)^{-1-8}\right),|S(x)|=O\left(r^{-1}\right)$. As in Sect.4, a solution exists that cancels these residuals and reaches the order of magnitude $O(|\ln | x|\mid)$. Therefore, by repeating the discussions from Sects. 5 and 7, we obtain that the problem under consideration is uniquely solvable in the class of vector-functions subject to the relationships (7.1).

In order to obtain the solution of the problem in the case of the constraint (5.6), we should set

$$
\begin{aligned}
& u(x)=v(x)+[4 \mu(2 \mu+3 \lambda)]^{-1}\left(-2 \lambda r \varphi^{\prime}(z), 0,4(\mu+\lambda) \varphi(z)+\right. \\
& \left.\varphi^{\prime \prime}(z) r^{2} \lambda\right)
\end{aligned}
$$

Problem (8.4) also undergoes corresponding changes.
Finally, we assume that the mass forces in (1.1), (1.2) are determined by the formula

$$
f(x)=\gamma\left(r^{0} z\right) e^{(3)}
$$

where $\gamma$ is a smooth function $\delta>0$. In order for an energetic solution to exist (this solution is unique), the inclusion $|x| f \in L_{2}(\Omega)$ is necessary, or equivalently

$$
\int_{\Omega}|x|^{2}|f(x)|^{2} d x=\int_{0}^{\infty}|\gamma(t)|^{2} \int_{\mathbf{R}^{2} \backslash \Omega} r^{-\delta}\left(r^{2}+r^{-28} t^{2}\right) d y<\infty
$$

This latter inequality is satisfied only if $(1+t) \gamma(t) \models L_{3}(0,+\infty)$ and $\delta>4$.
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# ELASTIC EQUILIBRIUM OF A PLATE WITH A partially reinforced curvilinear hole* 

A.A. SYAS'KII

An approximate method is proposed to determine the state of stress near a curvilinear hole whose outline is partially reinforced by a thin elastic rod of variable cross-section in an infinite plate. The problem is reduced to a system of two singular integral equations in the contact stresses by the method of complex-function theory $/ 1 /$, and the method of boundary collocation is used to solve them $/ 2 /$. Certain special cases of the problem and numerical examples are examined.

Problems of reducing the stress concentration around circular holes in plates have been discussed in /3, 4/. In practice, all the previous investigations on this problem have been devoted to problems of reinforcement of the whole hole outline by rods of constant or variable cross-section.

1. We consider an infinite isotropic plate of thickness $2 h$ with a circular hole of radius $\rho_{0}=1$. Part of the hole outline, determining the central angle $2 \alpha_{0}$, is reinforced by a
thin elastic rod of variable cross-section. We consider the thickness of the reinforcement to be constant, and the width to be a continuous smooth function of the arc. The plate is subjected to bending in two mutually perpendicular directions by the moments $M_{1}=M_{x}{ }^{\infty}, M_{2}=$ $M_{y}$ applied at "infinity". There is not external load on the hole outline.

The plate middle plane is referred to a $\rho, \lambda$ polar coordinate system with the pole at the centre of the hole. The polar axis passes through the middle of the reinforcing rod and makes an angle $\boldsymbol{\beta}_{0}$ with the direction of action of the moment $M_{1}$. We consider the rod as an elastic line subjected to bending and torsion /3/.

The boundary conditions of the boundary value problem and its solution on the hole outline, in the notation of $/ 1 /$, have the form

$$
\begin{align*}
& x \Phi^{-}\left(t_{0}\right)+\Phi^{+}\left(t_{0}\right)=-k f\left(t_{0}\right)  \tag{1.1}\\
& \Phi^{+}\left(t_{0}\right)-\Phi^{-}\left(t_{0}\right)=k(1+v)^{-1}\left[M_{\lambda}-v M_{\rho}-i(1+v) H_{\rho \lambda}\right]
\end{align*}
$$
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